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Abstract

Smart control access to any service and/or critical data is at the very basis of any smart
project. Biometrics have been used as a solution for system access control, for many years
now. However, the simple use of biometrics cannot be considered as final and perfect solu-
tion. Most problems are related to the data transmission method between the medias, where
the users require access and the servers where the biometric data, captured upon registra-
tion, are stored. In this paper, we use smart cards as an effective yet efficient solution to this
critical data storage problem. Furthermore, iris texture has been used as a human identifier
for some time now. This biometric is considered one of the most reliable to distinguish a
person from another as its unique yet perfectly stable over time. In this work, we propose
an efficient implementation of iris texture verification on smart cards. For this implemen-
tation, the matching is done on-card. Thus, the biometric characteristics are always kept in
the owner’s card, guaranteeing the maximum security and privacy. In a first approach, the
False Acceptance Rate (FAR) and False Rejection Rate (FRR) are improved using circular
translations of the matched iris codes. However, after a thorough analysis of the achieved
results, we show that the proposed method introduces a significant increase in terms of
execution time of the matching operation. In order to mitigate this impact, we augmented
the proposed technique with acceptance threshold verification, thus decreasing drastically
the execution time of the matching operation, and yet achieving considerably low FAR and
FRR. It is noteworthy to point out that these characteristics are at the basis of any access
control successful usage.

Key words: Biometrics, iris texture, smart card, privacy, security.

Preprint submitted to FGCS 9 May 2017



1 Introduction

Biometrics represents studies related to some human characteristics that can be
used in distinguishing two distinct persons. These characteristics may be physi-
cal, such as finger and palm prints, or behavioral, such as the speed of typing on
the keyboard and the way one signs documents. Currently, there are many charac-
teristics used as biometrics in real-world applications. The most commonly used
include DNA, face, hand veins, fingerprints, hand geometry, iris, palm prints, voice
patterns, among many others. Biometrics are considered as highly secure for iden-
tification of individuals as they are distinctive. Furthermore, it is extremely difficult
to be forged. Moreover, biometrics are very convenient in their usage because they
can not be stolen or forgotten somewhere [10].

Smart applications are supposed to be autonomous, having sites that are “intelli-
gent” thanks to built-in sensors together with the control that handles the infor-
mation rendered by these sensors to act on behalf of humans using the facilities.
For instance, in smart cities, the number of humans involved in controlling access
to buildings is usually reduced to a strict minimum. The main usage of biomet-
rics within smart projects is mainly related to data access control, i.e. through the
checking of biometrics, some user can be granted or denied access to the protected
service or information, among others. In most cases, biometry has a big advantage
when compared to other kind of identity authentication. It can really guarantee the
authenticity of the claimant. It is a general belief that the usage of biometrics is the
perfect solution for all identification problems [16].

Smart card technology has existed for several decades. Currently, it has a num-
ber of established sophisticated utilizations. Banking and healthcare systems often
resort to the use of smart cards to secure client’s and patient’s private informa-
tion, respectively. There is a big deal of existing works on security and privacy
of data in Smart cards. However, given the scope of this work, which more about
biometrics implementation on smart card than about smart cards themselves, we
do not intend to go through the wealth of existing work about the privacy and se-
curity of smart card usage. Nonetheless, the most important research issues for
privacy and security of electronic services, in general and in healthcare in partic-
ular can be found in the recent survey available in [31]. Moreover, even though
smart cards are supposed to be resistant to logical attacks, their use is not com-
pletely safe. There have been several types of smart card vulnerabilities that could
be exploited. It is noteworthy to point out that this work does not focus on improv-
ing the resistance of smart cards regarding any kind of logical attacks on the data
storage of the smart card, such as Differential Power Analysis (DPA). This said,
however, all nowadays smart card standards mandate DPA resistance, among oth-
ers as an important component of the system’s overall security requirements [10].
Besides the problems regarding security and privacy, there is also the acceptance
aspect by users. The use of biometrics has been spreading rapidly and people are
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starting to worry about their own safety when they are asked to register their bio-
metrics, indiscriminately in various institutions. After all, their biometric details
would be stored in many databases, which are susceptible to attacks. In such a
case, biometrics, which is unique and invariable over time, could be lost forever. It
is now well known that the exploitation of smart card based solutions augmented
with biometrics verification provides more privacy and security when compared to
biometric-only or smart card-only solutions. With the biometrics details stored in
the card’s local memory and executing the biometric match on-card, the privacy
and security of the biometric data are enhanced as well as the system performance.

Iris textures have been used as a human identifier for some time now. They are
considered one of the most reliable ways to distinguish a human from another [27].
It is considered one of the most reliable because it is an internal and practically
invariant organ for a lifetime. It is a flat organ and its diameter changes only with
the contraction and dilation of the pupil. It is actually a recent biometrics [13],
and it is already being used in various security systems around the world, as the
United Arab Emirates, Amsterdam Airport Schiphol, Canadian Air Transport Se-
curity Authority, among many others. Market researchers have predicted biomet-
ric smartphones will reach 100% adoption by 2020, and recent Samsung smart-
phone Galaxy Note 7 is already featuring iris recognition to market [1]. Recently
some exiting research work have been published on ocular biometrics, which en-
compasses imaging and use of characteristic features extracted from the eyes for
personal recognition [26,3]. There are also some research that aim at improving
accuracy and usability via the usage of multi-biometric system, wherein features
regarding multiple biometric traits are matched [22,6,15]. Note that in this works,
we are only concerned with iris matching. It is noteworthy to point out that the bio-
metrics market is very competitive and thus no technical details of commercially
available solutions can be made available for study or comparison.

The iris has a texture, which is randomly determined in the embryonic stage, as well
as fingerprints. This proves that it is unique, and is virtually impossible to forge.
However, there are so many factors involved in the formation that the occurrence
of a false validation is minimal. Figure 1 shows the parts of the eye that need to be
considered when comparing irises.

Pupil

Sclera
Iris

Fig. 1. Eye structure
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Another benefit of iris biometrics usage is the distance of capture, making the touch
of the reading equipment not necessary. Most equipment operates from 10cm till
few meters. However, this brings a difficulty for the verification of biometrics. This
distance, which on one hand, is comfortable results in an image that requires some
processing before obtaining the iris template. This process usually results in error
during the matching process. Another source of error comes from the number of
obstacles that may prevent the correct capture of the iris as the eyelids and eye-
lashes.

In this paper, we propose an efficient and secure implementation of user authen-
tication via iris texture comparison. We exploit the approach that makes use of
smart cards together with iris texture as a biometric, aiming at increasing the se-
curity of access control systems, that are fundamental in smart buildings, in par-
ticular and smart cities, in general. We weigh the option of using a smart card that
grants access by performing biometric comparisons. Thus, it would be possible to
use a single card for several institutions and biometrics would always be stored
in a single card in the possession of the owner. The biometrics details would be
stored only in a unique smart card and the matching is processed on-card. Mainly,
we provide an efficient yet robust implementation of iris biometric comparison on
smart cards. Comparison of iris textures, as described in [32], has been selected as
a reference for the proposed implementation on smart cards because it requires a
reduced amount of memory and low computing effort to obtain the matching result.
Nonetheless, an viable implementation of iris biometrics on smart cards would be
still a big challenge given the high limitations both of storage and processing power
of any state-of-the art smart card. Furthermore, as direct iris code comparisons orig-
inating from authentic users may fail due to small rotations of the iris at the time
of capture, in contrast with existing implementations, the proposed method ensures
robustness and more secure comparisons by allowing translations of the iris binary
code. However, the introduced translations entail more processing effort. So in or-
der to keep the proposed implementation efficient and competitive, we do only the
minimal computation required to refute any mismatch of iris code, and thus guar-
anteeing robustness, more security and efficiency in terms of response time.

The rest of this paper is organized in six sections. First, in Section 2, we defend
the case of the usage of smart cards as a way to store and match biometrics and
also explain the used process in this case. After that, in Section 3, we discuss some
relevant existing related to research works on using iris texture as biometric. Sub-
sequently, in Section 4, we define the internal representation of iris texture, as used
in this work, and give some details on the actual implementation on smart cards.
After that, in Section 5, we present and discuss the effectiveness and performance
of the proposed implementation. Last but not least, in Section 6, we draw some
conclusions and point out some directions for future work.
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2 Biometrics in Smart cards

This section defines the aspects that the implemented biometric systems are re-
quired to have when using smart cards. Nonetheless, recall that the focus of this
work is to prove the feasibility of efficiently implementing iris biometric compar-
isons processed in smart cards. Biometric systems are basically composed of four
components:

• A machine or mechanism responsible for the digital representation of the bio-
metric characteristics of a person;
• A standard extraction tool that will be used in the comparison;
• A verification tool to match the stored pattern and the input pattern;
• An interface to output of the result.

Biometric systems operate in two stages: the storage of the pattern that will serve
as a basis for the comparison and the matching of the stored pattern and the input
pattern.

Image/Data Code/Template

Aquisition Extraction Storage

Smart-card

Fig. 2. Registration of a biometrics in the smart card

Figure 2 illustrates the registration process, also known as enrollment. The sample
of the individual, who is card user, is captured. For each specific method will be
used biometrics (fingerprints for scanner, microphone for voice recognition, camera
for face recognition camera for iris recognition etc.). The collected data is then
processed to extract the unique characteristics of the user. The extracted biometric
template that will be used in future comparisons is stored on the card.

Figure 3 illustrates the biometric verification process, also known as matching. The
applicant’s biometric sample is captured similarly to the process made during en-
rollment stage. The unique patterns of this sample are extracted and sent to the
checker. The stored pattern is retrieved from the card and sent to the checker, which
then runs the verification process, resulting in a score that establish whether both
biometric samples are from the same individual. Biometric system’s main purpose
may be identification and/or verification. The identification is the search for a per-
son from a given biometric sample. This encompasses large databases and requires
high processing power. Indexing techniques for improving search may be used to
improve performance. On the other hand, verification is the validation done given
two biometric samples, resulting in the identification whether the samples belong
to the same person. The biometric comparisons using smart cards can occur in two
ways:
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Image/Data Code/Template

Aquisition Extraction

Smart-card Stored code

Recuperation

Acceptance

threshold

Result Similarity

Comparison

Fig. 3. Biometric verification

• Template on Card (ToC), where the user’s biometric sample is stored in the card’s
memory and the comparison is done externally on another machine. This requires
cards that only have memory, which are much cheaper thank cards that are en-
dowed with a microprocessor.
• Match on Card (MoC), where the user’s biometric sample is stored in the card’s

memory and the comparison is also processed on the card. In this case, the smart
card needs to include at least one processor. The low processing frequency and
small memory size included in today’s smart cards are the biggest obstacles in
these implementations. In this work, we propose an implementation MoC.

In a biometric system, when the stored sample is compared to the captured infor-
mation, a score of similarity is assigned and used to confirm the identity of an
individual. When this score is compared with a pre-defined threshold, two types of
error rate can be observed:

• False Acceptance Rate (FAR), which indicates the rate of false entries or incor-
rectly accepted fraudulent data.
• False Rejection Rate (FRR), which indicate the rate of correct individual entries

that were incorrectly rejected.

The aforementioned rates are extremely important in choosing the limit of the score
that should define the final decision of comparisons to be declared as false or true.
When it comes to embedded systems, an extremely important factor is also the
choice of the algorithm to be implemented. It is necessary to determine the com-
plexity in terms of memory usage and runtime.
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3 Related work

The most important of the first publications on methods of personal recognition by
iris biometrics belongs to Professor Daugman [13]. The technique proposed in [13]
describes in some details the processes of segmentation, extraction and comparison.
Daugman’s work has become the largest benchmark in this segment and served as
the basis for virtually all existing iris biometric models [4].

In Daugman’s work the whole process of iris segmentation is detailed. An integral-
differential operator is used to find the location of the iris as well as the regions
covered by the eyelids or by reflections of light. In order to normalize the result
taking into account different distances or resolutions, two coordinates are adopted:
angle varying from 0◦ to 360◦ and a radial coordinate that varies from 0 to 1 in-
dependent of the image size or the dilation and contraction of the pupil, being that
the deformations occurred as a result of the two movements were considered linear.
The image is then transformed into a rectangle, assuming the radial coordinate as
the vertical axis and the angular coordinate as the horizontal axis.

Overall image comparison would lead to many errors due to the influence of bright-
ness. To avoid this, image convolution is performed using a two-dimensional Ga-
bor filter to extract texture information. The result of this convolution is an array
of complex numbers that are then encoded using only their phases. This process
results in an array of binary numbers, which represent the phases of complex num-
bers, with a total length of 256 bytes.

In order to make the comparison between two codes is also made a mask that de-
limits which are the valid pixels, i.e. that are not covered by eyelids or reflexes. The
comparison is made binary using the Hamming distance, a “Exclusive or” opera-
tion is applied on all the code and the number of 1s, which differ, is counted and
related to the number of valid bits.

Another work has achieved some prominence without using Daugman’s work as
a basis. In [30], unlike Daugman’s work, the Hough transform is used to detect
both the inner and outer iris circles. For comparison, the Gaussian Laplacian filter
was applied on multiple scales and the similarity of the images was computed. The
author points out positive results regarding false acceptance, but indicates that the
system is not very flexible in relation to the positioning of the iris and the luminosity
of the environment. These problems are best addressed in Daugman’s approach.

After the first works in the area of iris biometrics, several others appeared to im-
prove some aspects, such as segmentation, extraction and comparison of existing
methods. In [7], a modification is suggested in the Wildes’s process to look for the
iris in the image on another scale. The unique idea of comparing using both eyes
is presented, the left one being the comparison and the right one for the correct
alignment.
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Regarding segmentation, the canny edge detector and the Hough transform are of-
ten used [18], but in an attempt to simplify the process, it is usually assumed that the
pupil border and iris are concentric. Some images validate this conclusion. How-
ever, this finding cannot be applied to all cases, but mainly in images taken at differ-
ent angles. In order to improve the segmentation process, equalization can be used
via a high-pass filter [29]. Also, in [5], the authors present a segmentation method
that does not use the Hough transform. The used technique is somehow similar to
that used by Daugman. The coordinates and radius of the circle are modified as to
find the best solution in a defined search space. Moreover, the algorithm considers
a limit of the relation between the inner and outer rays of the iris. The achieved hit
rate were very high for people that use glasses and about average for people wearing
glasses. The proposed algorithm reduces the processing time, which is about 3.5×
faster than the algorithm proposed by Daugman in [11]. However, the obtained hit
rates are smaller but compatible.

Regarding extraction, different filters have been proposed to obtain the iris char-
acteristics. In [28], a Gaussian filter is used. The field convolution of the image
gradient vectors is performed using the Gaussian filter. Then, each part of the ob-
tained result is sorted according to 6 different options, in contrast to the Daugman
process, in which the convolution result is sorted in relation to the phase of the
complex number. In [2], the Wavelet transform is used to extract features from the
enhanced iris images. Also, in [8], the Gaussian Laplacian filter is used to imple-
ment image convolution and thus extract the so-called blobs, which are the darker
areas relative to their neighborhoods. A code is then constructed based on the pres-
ence or absence of blobs. In [9], the Gaussian Laplacian filter is also used in con-
junction with the Gaussian Derivative filter to determine if a given pixel is a “step”
or “ridge” border. Based on these extracted characteristics, a measure of similarity
between two irises can be obtained. The advantage of this kind of simpler filter
when compared with Gabor’s filter consists of the reduced number of parameters
required, making the filter configuration much easier. Both works suggest the use
of genetic algorithms to find the most adequate set of the used parameters.

Regarding comparison, some biometric methods use multiple samples as a basis to
improve the results of the comparisons. This can also be done for biometric meth-
ods based on iris recognition. In [14], 1, 2 or 3 images are used in the comparison
operation, achieving a hit rate of 98.5%, 99.5% and 99.8%, respectively. In [19],
the authors suggest that the chosen image should be the one with the best quality
while in [20], an average of the three comparisons is used. Furthermore, in [12],
an experiment to determine the statistical variation of the iris texture is described.
About 2.3 million comparisons are performed between different iris pairs. An av-
erage Hamming distance of 0.499 is found with a standard deviation of 0.032. This
distance can vary from 0 to 1. The distribution is estimated as a binomial distri-
bution with 244 degrees of freedom. It was also established that the comparison
between the two irises of the same person and between those of different people
has no statistically significant difference.
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4 Proposed Iris Texture Verification on Smart cards

The iris biometry has gained significant importance in the world market. This biom-
etry stands out from the rest because it is very safe and durable. As mentioned ear-
lier, John Daugman is considered the pioneer of iris biometrics for presenting the
first work of great acceptance in the area. His work is based on the use of the Ga-
bor’s 2D filter to extract the characteristics of the iris texture and has served as an
inspiration for several subsequent works both in the area of iris biometrics as well
as in other biometrics, for example the biometric method of palm print in [23].

Due to its great importance and robustness, the Daugman’s method as described in
[13] is chosen for the implementation of iris biometrics on smart cards. The binary
code extraction method and the comparison algorithm as proposed in this work are
discussed in Sections 4.1 and 4.2, respectively.

4.1 Extraction

The extraction of iris characteristics is performed in three main steps: segmenta-
tion, normalization and binary code formation. The latter is termed iris code. The
inherent details of this procedure are covered in Sections 4.1.1, 4.1.2 and 4.1.3, re-
spectively. It is noteworthy to point out that the operation regarding extraction are
all carried out as a pre-processing work by the host computer, i.e. off-card.

4.1.1 Segmentation

The segmentation is probably the most important and most complicated step of the
extraction [17]. Basically, the expected result is the exact location of the inner and
outer contours of the iris. The task can be extremely challenging when the contours
are heavily covered by eyelids or eyelashes. Another difficulty can be found in very
light colored irises, as they may be confused with the sclera, as illustrated in Figure
1.

The algorithm used is based on Hough transform. It is a standard algorithm in
image processing used to determine parameters of simple geometric objects. The
circular Hough transform can be used to deduce the points of the coordinate of the
iris center and the radius of the iris contours.

Prior to the application of the transform, it is necessary to identify the edge extrac-
tion using a special filter. In this work, the derivative of the first order of the image
intensity is applied to find all the possible contour points that will be used in Hough
Transform. The crucial point in this step is the selection of the boundary of what
will be considered as contour.
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Figure 4 shows some segmentation examples that have been successfully executed.
Note that even with the heavily shrouded contour, it is possible to correctly target
the iris. For the detection of the eyelids, the linear Hough Transform is used.

(a) Minor difficulty (b) Major difficulty

Fig. 4. Successful segmentation examples

It is possible that errors occur during the segmentation of the eye images, causing
the generation of a low quality iris codes and therefore prejudicing the comparison
result. Figure 5 shows two examples of segmentation failures.

(a) (b)

Fig. 5. Examples of iris segmentation failures

4.1.2 Normalization

The circular shape of the iris does not favor comparison. Daugman proposed nor-
malizing the iris to make it rectangular with fixed dimensions. Figure 6 illustrates
the transformational process.

r0 1

r

Fig. 6. Iris normalization
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The normalization process consists of converting the polar coordinates into linear
coordinates, adjusting the maximum and minimum to a rectangle of fixed size. As
the result is a rectangle of fixed size, the difference in thickness caused by dilation
and contraction of the iris is eliminated. The same normalization process is also
performed for the mask, which indicates the areas that are valid to be used as iris
texture.

4.1.3 Iris binary code

The normalization result still has a large amount of information and a great deal of
light interference. So, it is not ideal for direct comparison. For this purpose, Daug-
man proposed an image convolution using the Gabor’s 2D filter. The convolution
result is an array of complex numbers.

Our implementation uses a similar method based on Daugman’s work. However, it
applies the convolution to the standard iris image using the 1D Log-Gabor wavelets
[21]. The result is an array of complex numbers with dimension 8×128 bits.

The obtained matrix is then encoded according to the phase of the complex num-
ber. A complex number is replaced by 2 bits according to its location. Figure 7
shows this exchange visually. In this work, an iris code is composed of 2 parts: the
code part, which is an array of binary numbers resulting from the aforementioned
conversion process and it is of 8× 256 bits; and the mask part, which is also as
binary array that is resized to 8×256 bits, with 1 indicating the locations where the
iris texture is valid and 0 indicating the locations of obstacles, such as eyelids and
eyelashes.

[1,1]

[1,0]

[0,1]

[0,0]

Im

Re

Fig. 7. Proposed codification of the iris code
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4.2 Iris Comparison

As explained earlier, an iris code consists of a code and a mask, wherein the latter
indicates the points where the former is valid. Both are represented by an array of
8× 256 bits, adding up to 2048 bits each. In order to perform the comparison of
two iris codes, the Hamming distance between them is exploited.

The Hamming Distance is the number of different valid bits between the compared
codes compared to the total of bits. Equation 1 defines the Hamming distance be-
tween two iris codes, named A and B.

HD =
‖(CA⊕CB)∩ (MA∩MB)‖

‖MA∩MB‖
, (1)

wherein ⊕ is the binary operator XOR, ∩ the binary AND operator. Moreover, CA
and CB represent the code part of iris codes A and B respectively while MA and MB
represents the mask part of iris codes A and B, respectively.

Because the process expressed in Equation 1 is at the heart of the proposed work,
we give in the following an illustrative example of its main steps and the obtained
results therein. Figure 8 illustrates the first step of the computation of the Hamming
distance between two iris codes, wherein black cells are 1-bit while white cells
represent 0-bits. So, we first compute the difference between iris code of Figure
8(a) and that of Figure 8 using a XOR operation. Note that Figure 8(c) shows the
in black the cells that are of distinct value in the compared codes.

(a) iris code CA

(b) iris code CB

(c) Difference between iris codes CA and CB

Fig. 8. Comparing iris codes CA and CB: D1 =CA⊕CB

The second step is to compute the valid are of the iris considering the mask codes
associated with the compared irises. Figure 9 illustrates this operation. The valid
area is computed via a AND operation between the mask codes of the compared
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irises MA and MB, shown in Figure 9(a) and Figure 9(b) respectively. Observe that
Figure 9(c) shows the intersection between the mask codes.

(a) iris mask MA

(b) iris mask MB

(c) Intersection of iris masks MA and MB

Fig. 9. Intersecting iris masks MA and MB: D2 = MA∩MB

Finally, the third step computes the valid differences between the compared iris
codes using and the binary AND operation between the comparison results of the
iris codes (D1 in Figure 8) and that of the intersection of the associated mask codes
(D2 of Figure 9. Observe that Figure 10(c) shows only a subset of the 1-bits of
Figure 8(c), i.e. those that are valid according to the new mask code of Figure 9(c),
which is generated during the second step of the process.

(a) iris code difference D1 =CA⊕CB

(b) iris mask intersection D2 = MA∩MB

(c) Valid difference between iris codes CA and CB

Fig. 10. Obtaining the valid difference between iris codes D3 = D1∩D2

Recall that real iris code is 8× 256. However and for obvious reasons, in the il-
lustrative example we use an iris code of 8×64. The total number of 1-bits in the
valid difference between the compared codes (D3) is 39 and that in the result of the
intersection of the mask codes (D2) is 375. Hence, the Hamming distance between
the compared irises is 0.104.
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The HD (Hamming Distance) represents the distance between two iris codes in
percentage. However, it only considers the direct comparison between two codes.
For a more secure comparison, it is possible to consider translations of the binary
code. Consider a binary code from an authentic applicant to be compared to a stored
code for a tentative acceptance. Direct comparison may fail due to a small rotation
of the iris at the time of capture. Table 1 illustrates the array code of 8×256 bits.

Table 1
Iris code without translation

1 2 3 4 5 6 7 8 9 ... 250 251 252 253 254 255 256

1 1 0 0 0 0 1 1 0 1 ... 0 1 0 1 1 0 0

2 1 0 1 0 1 0 1 0 0 ... 0 1 0 1 1 1 1

3 1 1 1 0 0 1 1 0 0 ... 0 1 0 1 0 1 0

4 0 1 1 0 1 0 1 1 1 ... 0 1 1 1 0 0 1

5 0 0 1 0 1 0 1 0 0 ... 0 0 0 1 1 1 0

6 0 1 0 0 1 0 1 0 1 ... 0 0 0 1 0 1 0

7 1 1 1 0 1 0 1 1 0 ... 0 1 0 1 0 1 1

8 1 0 0 0 1 0 1 1 1 ... 0 0 0 1 0 0 0

4.2.1 Comparison with translation

As seen in Section 4.1.2, the extracted image of the iris passes through a normal-
ization process, in which the patch is transformed from a circular form to a rectan-
gular shape. Therefore, to consider iris rotation impacts on the code, it is necessary
to move the columns between the limits. Table 2 shows the iris code illustrated in
Table 1 with an offset of -2 bits or 2 bits leftwards. The displacement must always
be done two by two, since one of them represents the real phase and the other the
imaginary phase of the complex number originally extracted from the image.

Comparing the iris codes of Tables 1 to 2, one can note that the first two columns of
the former have become the last column of the latter, and all columns of the former
have been shifted from 2 bits leftwards in the latter. It is worth pointing out that
every 2 bits represent the phase of a complex number, as seen in Section 4.1.3. The
displacement of only 1 bit would cause the real part of one code to be compared to
the imaginary part of another, which would certainly lead to errors.

The new rotated code of Table 2 can then be compared to stored code using Ham-
ming distance in an attempt to obtain better results. It is important to note that the
mask must pass through the same process to validate the correct bits. The transla-
tion of n bits means that the translations of −n to +n bits have been tested, i.e., the
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Table 2
Iris code com translation of 2 bits leftwards

1 2 3 4 5 6 7 8 9 ... 250 251 252 253 254 255 256

1 0 0 0 1 1 0 1 1 1 ... 0 1 1 0 0 1 0

2 1 0 1 0 1 0 0 1 0 ... 0 1 1 1 1 1 0

3 1 0 0 1 1 0 0 0 1 ... 0 1 0 1 0 1 1

4 1 0 1 0 1 1 1 0 0 ... 1 1 0 0 1 0 1

5 1 0 1 0 1 0 0 0 0 ... 0 1 1 1 0 0 0

6 0 0 1 0 1 0 1 0 1 ... 0 1 0 1 0 0 1

7 1 0 1 0 1 1 0 1 0 ... 0 1 0 1 1 1 1

8 0 0 1 0 1 1 1 0 0 ... 0 1 0 0 0 1 0

translation of 2 bits indicates that all 5 Possible translations of −2 to +2 will be
verified.

4.2.2 Algorithm for iris code comparison

For the implementation of the iris biometrics comparisons in a smart card, the Java
Card platform is used. The platform has a restriction on transferring the data to
the card. The limit on the data volume for each message sent to the card is 128
bytes. However, an iris code consists of a code 2048 bit and a validation mask of
the same size, resulting in a total of 512 bytes. Therefore, it would take 4 messages
to download a complete iris code.

A storage form of an iris code is designed to facilitate the use of the code in general
and to perform the translation operation in particular. Consider the code part of an
iris code, which is an array of 8× 256 bits, illustrated in Figure 11(a). The Java
Card can store a maximum of 16 bits in a single variable of type short. The most
usual way to allocate a matrix to a vector is to store the elements row by row. In
this case, as in Figure 11(b), this consists of storing the bits from 1 to 16 of the first
line in the first vector entry, the bits from 17 to 32 of the first line in the second
entry and so on. Each line would be stored in a vector of 16 entries of type short
(16× 16 = 256). Therefore, the array is stored in a vector of 16× 8 = 128 short
entries.

For this implementation, a different form of storage, as shown in Figure 11(c), is
proposed and implemented. In the first vector entry, the first two columns (16 bits)
are allocated, the next two columns are placed into the second and so on. This way
of iris code storage also results in a vector of 128 entries of type short. Both forms
of allocation will result in the same Hamming distance algorithm since the distance
is computed using the XOR operation simply by comparing the stored codes in the

15



...

...

...

...

...

...

...

...

1 256

(a) Iris code

1621

...

...

...

...

...

...

...

...

(b) Storage by row

12821

...

...

...

...

...

...

...

...

(c) Storage by column

Fig. 11. Different ways of iris code storage

same way. The improvement introduced by the proposed allocation form lies in the
simplicity of translating bits, as explained earlier. Each vector entry will be storing
exactly the data that will undergo the displacement. If the code were stored row
by row, it would be necessary to make several executions of the offset operation
of bits, increasing the complexity and the number of instructions to be used, and
consequently increasing the execution time.

Let N be the size of the vector where the code is stored, T the iris code, composed of
the binary code TC and the mask TM, which is stored on the card, and E, composed
of the code EC and the corresponding mask EM representing the iris code of the in-
dividual requesting authentication. Algorithm 1 details the steps used to implement
the Hamming Distance computation, as defined in Equation 1, as efficiently as it is
possible to be done on a smart card platform.

Algorithm 1 proceeds byte by byte in the iris code. It first computes the difference
between the binary iris codes TC and EC via a simple XOR operation, establish-
ing all the positions wherein the codes are distinct, which should be counted as
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Algorithm 1 Hamming distance between iris codes
Require: T e E
Ensure: HD

1: Nbits := 0
2: NbitsTotal := 0
3: for i := 1→ N do
4: xoredC = TC(i)⊕EC(i)
5: mascTotal := TM(i) AND EM(i)
6: xoredC := xoredC AND mascTotal
7: Count 1-bits in xoredC and add them up to Nbits
8: Count 1-bits in mascTotal and add them up to NbitsTotal
9: end for;

10: Nbits := 10×Nbits
11: NbitsTotal := NbitsTotal/10
12: HD := Nbits/NbitsTotal

mismatches. Then, it intersects the binary masks TM and EM via a simple AND op-
eration, establishing all the valid bits in the binary iris code that need to be verified
and matched to declare a hit. Subsequently, in order to identify the mismatching
bits in the compared binary codes TC and EC that really matter, i.e. those that are
valid according to the configuration of masks TM and EM, the algorithm computes
the intersection of the previously computed difference with the intersection result
of the masks. The Hamming distance between the compared binary codes is actu-
ally the total number of set bits in the thus obtained intersection Nbits. However, as
we work with relative Hamming distance, the algorithm proceeds by counting the
total number of bits in the intersection of the masks NbitsTotal and computes the
ratio between the Nbits and NbitsTotal. Nonetheless, the strategy of multiplying
the dividend Nbits by 10 and dividing the divisor NbitsTotal by 10 is used before
calculating the ratio without manipulating float variables and without extrapolating
the maximum allowed value of variables of type short, which ranges from −32768
to +32767. The resulting ratio is always between 0 and 100.

5 Performance Results

The aim of this work is to use the smart card to process iris matching operation and
thereby increase the security level. During the card configuration, the iris code of
the owner is transmitted to the card so that it is stored for future matching upon ac-
cess request. In order to have access to the protected service, the card holder must
provide its iris code, as an input, to confirm his/her identity through the compu-
tation of the Hamming distance to the stored template. As pointed out earlier, for
implementation purposes, we used the Java Card platform. In the following, before
we get to the performance results and the underlying discussion, we first present the
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datasets used together with their specificities. Nonetheless, it is noteworthy to point
out in advance that no comparison with third party implementations is possible
due to intellectual property protection on commercial iris matching on smart cards.
Note that any other kind of implementation either on general purpose or dedicated
hardware would be worthless and somehow biased.

5.1 Iris texture Database

To test and evaluate the performance of the comparison algorithm implemented on
the smart card, two different databases are used. These datasets have different char-
acteristics regarding the acquisition procedure. Both of them have been collected
by the Chinese Academy of Sciences, Institute of Automation (CASIA) [24].

5.2 CASIA Iris V1

The database in question is one of the first that has been made freely available to
study iris biometrics. It was collected using a camera for infrared capture. It has 756
images from 108 different eyes with 7 samples each. The available images have a
resolution of 320×280 pixels and are stored in BMP format.

In order to intellectually protect the procedure of the capture project, the inner part
of the pupil, where the reflections of the light would appear, as necessary for the
capture of the images, was replaced by a dark region of constant color. Note that
this automatic processing does not affect the iris. Although very commonly used,
the automatic post-processing of the images is pointed as a negative factor for the
evaluation of extraction methods. This is because it makes the segmentation of the
inner circle in the iris simpler [25].

(a) Sample A (b) Sample B (c) Sample C

Fig. 12. Iris image samples from CASIA Iris V1

Figure 12 shows three images captured from the same eye. One of the characteris-
tics of this database is the small variation of the eye during capture. The presented
iris images show small variations. The lack of challenge makes the database ideal
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for the validation of the comparison algorithm. Nonetheless, this is not the case in
real-world usage of the biometry, wherein challenges are most expected.

5.3 CASIA Iris V4 Interval

After the distribution of CASIA Iris V1, the same institution constructed new databases
with several characteristics for different types of iris biometry studies. The CASIA
Iris V4 Interval includes 2369 images of 249 different eyes captured by a proper
camera with approximation. The number of repetitions of each eye is variable. The
images have also resolution of 320×280 pixels.

(a) Dilated pupil (b) Contracted pupil (c) Covered pupil

Fig. 13. Iris image samples from CASIA Iris V4 Interval

Figure 13 shows three samples from the same eye. The images were chosen in
order to exemplify the big challenges provided by the samples of this database.
This causes the capture to become more similar to real-world use where some small
differences are expected.

Among other iris images datasets as distributed by CASIA, the Interval type is cho-
sen because the included images have a low resolution yet a high approximation,
thus generating images with high iris sharpness. Moreover, the fact that the iris im-
ages were captured in two sessions in distinct time periods makes it possible to be
used to analyze the fixedness of the biometrics.

Recall that the extraction of the iris code is not the focus of this work. So, in this
purpose, we used the available tool in [21]. Libor Masek compiled an extractor
and comparator using the MATLAB tool based on the work published in [13]. The
extractor is used to generate the iris codes for comparison on the smart card. In
[4], Masek’s extractor is pointed out as capable of achieving good results, which
contributed to the choice of its use in the design of this work.

In the following, the performance results of the comparisons made on Java Card
cards using the CASIA V1 and CASIA V4 Interval databases are presented and
analyzed. The results are presented in terms of the proximity measure, which is
defined as 100−HD.
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5.4 Results achieved for CASIA V1

For the first test, images of 40 different eyes were randomly selected and for each
eye, 4 replicates were used, resulting in a total of 160 iris images. Before the com-
parison, the iris codes were extracted using the tool introduced in Section 4.1.

Figure 14 shows the results of the 160× 160 = 25600 comparisons performed in
this test. Figure 14(a) shows the distribution of the results for authentic and false
comparisons regarding their respective totals while Figure 14(b) shows the graph
regarding the rates achieved for the FRR and FAR for different values of proximity.
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Fig. 14. Comparison results as achieved for CASIA V1

The distribution graph shows that authentic comparisons are concentrated on higher
proximity values while false comparisons were concentrated at lower values. The
graphs that relate errors to proximities indicate that the point where errors are equal
(EER) approaches 6%, but this is a very high value for an acceptable FAR, since
an individual other than the owner of the card could need 20 attempts to be granted
access. The point at which the FAR rate is less than 0.1%, which known as secure
FRR, is chosen as a safe boundary of proximity, and for that proximity the FRR
is around 20%. This means that the authentic card user would have their access
denied once every 5 attempts.

The CASIA V1 database has no challenging eye images (see Section 5.2), but there
are still possible errors in the segmentation of images. Figure 15 shows the com-
parison results for the CASIA V1 database wherein iris images with segmentation
failures are excluded. As expected, the results are significantly better, showing a
clear distinction between the distribution of concentrations of authentic and false
comparisons, as it can be clearly observed in Figure 15(a). Similarly, the EER de-
creased and the FRR also secured. This can be seen in Figure 15(b).

Figure 15(b) shows the comparison between the rates achieved. From the presented
results it is possible to conclude that the extraction has a great impact on the com-
parison process result, since it is responsible for doubling the error rate. Although
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Fig. 15. Comparison results as achieved for CASIA V1 wherein iris with segmentation
failure are not considered

implying an increase in error rate, failures during segmentation cannot be elimi-
nated but we can only attempt to reduce their impact.

In order to reduce the impact of segmentation failures, we proceed with the trans-
lation of the iris code as explained in Section 4.2.1. The obtained distributions of
the execution time in terms of the total performed comparisons and in term of the
proximity are illustrated in Figure 16. Note that the result shows no dependency
between the proximity result and the execution time.
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Fig. 16. Execution time when a translation of 1 bit is applied

For authentic comparisons, the average execution time is 1052.48ms while the stan-
dard deviation is 51.93. On the other hand, for false comparisons, the average exe-
cution time is 1071.36ms with a standard deviation of 33.06. AS it was explained
earlier, 4 message exchanges are required to completely transfer a given iris code.
Each message exchange takes 180ms, summing up 720ms for a complete transfer.
It is noteworthy to point out that approximately 70% of the total execution time is
due to data transfer.
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5.5 Results achieved for CASIA V4 Interval

The CASIA V4 Interval database was introduced in Section 5.3. It is a database
with images captured in a more realistic way. It is has some real problems related to
eye rotation, iris occlusion among other difficulties. It includes 200 images of sev-
eral eyes. Several rotations were chosen randomly due to the fact that the database
does not have a fixed number of repetitions for each considered eye. All iris codes
were extracted and no image was disregarded.

Figure 17 shows the results of proximity comparisons. Compared with the results of
the comparisons using CASIA V1, as presented in Figure 14, it is easy to observe
that the result is much lower, illustrating once again the different characteristics
between the databases.
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Fig. 17. Comparison results for CASIA V4 Interval

The aforementioned bad performance raises the need to apply a method that im-
proves the effectiveness of the comparison algorithm. As explained earlier, we will
apply the bits translation proposed method to the iris codes of the dataset. Using
this method it is possible to improve the results thus making it more suitable for
real-world use. Figure 18 shows the result of the comparisons using the translation
of 2 bits.
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Fig. 18. Comparison results as achieved for CASIA V4 considering translation of 2 bits
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The safe FRR result shows a large improvement, reducing from 38.65% to 29.91%.
This improvement illustrates the need to use translations when there is efficacy dur-
ing authentic comparisons is required. Figure 19 presents the results of the compar-
isons with 4-bits translation.
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Fig. 19. Comparison results as achieved for CASIA V4 considering translation of 4 bits

It is important to note that with the translation of 4 bits, only slight improvement of
the results is achieved. The improvement regarding the safe FRR is about 0.65%,
i.e. reducing from 29.91% to 29.26%. In fact, it does not seem very meaningful as
it certainly entails a large increase in terms of execution time. In order to analyze
the results of the proximity vs. execution time using different translations, tests are
performed using translations of 1, 2, 3, 4 and 8 bits. The Table 3 summarizes the
obtained results for all the considered translations.

Table 3
Comparison results for different translations

Translation Safe FRR Average Execution time (ms) Standard deviation

0 38.65 1,074.07 49.84

1 32.64 1,782.24 86.92

2 29.91 2,495.32 139.73

3 29.36 3,220.02 193.78

4 29.26 3,963.08 249.67

8 29.03 6,998.28 503.63

Figure 20 depicts the results presented in Table 3. So, Figure 20(a) is regarding
the relates the average execution time using different translations of bits. The ris-
ing graph has a similar slope between all points indicating a linear relationship,
in which 700ms is added for each additional translation. Figure 20(b) depicts the
secure FRR achieved for the different translations of bits. Note that in the transla-
tions of 1 and 2 bits, a large decrease of the safe FRR occurs. However, with the
subsequent bit translations, only a limited improvement is introduced.
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Fig. 20. Achieved results for CASIA V4 considering different translations

From the translation of 2 bits, the safe FRR reaches no more than 29% while the
execution time increases linearly. To mitigate the time impact, it is possible to im-
prove the time of authentic comparisons stipulating an acceptance threshold so that
the result is anticipated without the requirement of all comparison’s completion. In
the next section, we first define what we consider as acceptance threshold; then we
present and discuss the results of the comparisons using this improvement.

5.6 Comparison with acceptance threshold

The acceptance threshold is nothing more than a given proximity value from which
the comparisons should be considered correct, i.e., after a predefined proximity has
been reached, the card processing unit will already have the comparison response,
and thus may terminate the comparison process regarding direct comparisons fol-
lowed by comparisons with translations and hence return the produced result. It is
noteworthy to emphasize that using an acceptance threshold to abort the execution
of the remaining comparisons can only reduce the execution time regarding authen-
tic cases, but does not affect the execution time of false comparisons since in this
case the execution will not be interrupted. The comparisons with no bit transla-
tions perform the calculation of HD only once, and thus cannot be interrupted. The
acceptance threshold is implemented for comparisons with translation of 1 and 2
bits.

Based on the results of Section 5.5, the comparison that considers an acceptance
threshold is implemented using as a basis the comparison of 2-bit translation. This
choice is based on the observation, in Fig. 20, of the execution time and safe FRR
achieved in this case compared to other translations. For the 2-bit translation, the
execution time increases but the secure FRR remains practically the same. The ac-
ceptance threshold can thus be safely set as the proximity of 66 because for all
comparisons considering all translations, the FAR is less than 0.1%, i. e., the se-
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lected proximity is superior to the situation wherein the safe FRR is achieved. In
order to make the tests more realistic and reliable, 200 new eye images of the CA-
SIA V4 Interval database are introduced.

Figure 21 shows the results of the comparisons. The achieved FRR is about 34%.
However, for the chosen proximity as the acceptance threshold, the resulted FAR is
about 0.42% while the FRR of about 15.95%. This is mainly due to the change in
the analyzed set of images. The result shows that for every 1000 false comparisons,
4 will be considered authentic and for every 100 authentic comparisons, 16 will be
declared as false.
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Fig. 21. Comparison results considering a acceptance threshold

Figure 22 shows the execution times, which benefited a big deal from the use
the acceptance threshold. The average execution time for authentic comparisons
is 1210ms with a standard deviation of 395, while the average time for false com-
parisons is 2430ms with a standard deviation of 189. The results indicate that the
proposed method is capable of dramatically decreasing the average time in case
of authentic comparisons. Note that in a real system, this type of comparisons are
probably the most requested. Figure 22(b) illustrates the relationship between ex-
ecution vs. proximity. It indicates, together, Figure 22(a), that the highest concen-
tration of authentic comparisons did not complete the whole cycle of translations.

In order to better understand the results of the comparison when an acceptance
threshold is used, taking into account only the cases where errors occurred, we
removed from this analysis the cases related to eye images that did not have a
satisfactory extraction. Thus, the results regarding comparisons in the case of only
good quality iris codes are illustrated in Figure 23. These prove that the safe FRR
has greatly decreased in relation to the result using iris codes, including the faulty
samples.

Because the proposed method uses an acceptance threshold, it would be more cor-
rect to analyze the result based on this limit, since the execution of the verification
is always halted when the proximity reaches the imposed acceptance limit. For the
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Fig. 22. Execution time for comparison with acceptance threshold
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Fig. 23. Comparison results when ignoring extraction failures

proximity acceptability limit of 66, the achieved FAR is 0.2% while the correspond-
ing FRR is about 10.96% in contrast to a 0.42% FAR and 15.95% FRR, as obtained
in the case wherein the segmentation failures were included. There is a decrease in
both FRR and FAR. Again, the results show the importance of the extraction pro-
cess as it impacts the achieved result significantly. Despite that iris recognition is
a challenging biometrics due mainly to the fact that it has so many obstacles, the
method used is robust and capable of providing very good results.

6 Conclusions

In this paper, the different possibilities of comparison iris codes using different
translations are discussed and analyzed. The use of an acceptance threshold has
proven to be a good decision based on the translation of 2 bits. Considering the
performed tests, the best results achieved yielded an error rate of approximately
10%, proving that the iris biometry is robust and easy to use as a biometric. It also
becomes clear that a good extraction process is of paramount importance for the
effectiveness of iris-based authentication.
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As future work, we intend to study other types of biometrics, such as fingerprint and
palm print comparison in order to verify the possibility of their implementations on
smart cards. Moreover, as a multi-application card, it is also possible that the same
smart card offers more than one type of biometric verification. Thus, we plan also to
enhance privacy and security by the combining or even merging the implementation
of different biometrics on the same smart card. We expect that this make the offered
protection very strong and quasi impossible to breach.
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Highlights	
  

	
  
	
  

1. An	
  efficient	
  implementation	
  of	
  iris	
  texture	
  verification	
  on	
  smart-­‐cards.	
  	
  

2. For	
  this	
  implementation,	
  the	
  matching	
  is	
  done	
  on-­‐card.	
  	
  

3. The	
   biometric	
   characteristics	
   are	
   always	
   kept	
   in	
   the	
   owner's	
   card,	
  

guaranteeing	
  the	
  maximum	
  security	
  and	
  privacy.	
  

4. The	
   False	
   Acceptance	
   Rate	
   (FAR)	
   and	
   False	
   Rejection	
   Rate	
   (FRR)	
   are	
  

improved	
  using	
  circular	
  translations	
  of	
  the	
  matched	
  iris-­‐codes.	
  

5. The	
   proposed	
   technique	
   is	
   augmented	
   with	
   acceptance	
   threshold	
  

verification,	
   thus	
   decreasing	
   drastically	
   the	
   execution	
   time	
   of	
   the	
  

matching	
  operation.	
  

6. Achievement	
  of	
  a	
  considerably	
  low	
  FAR	
  and	
  FRR.	
  


